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Abstract

This study focused on the issue of measurement reliability and its attenuation on
correlation between two composites, and two seemingly different approaches for correcting the
attenuation. As expected, correlation coefficients uncorrected for measurement error are
systematically biased downward. For the data conditions examined, the two correction
approaches provided not only near identical and unbiased means , but also near identical
confidence intervals for the sampling distribufion of the corrected correlation coefficients. The
highly comparable results from the two approaches suggest that these two approaches work
equally well for these data. It is pointed out that the CFA modeling approach may be less
applicable because of more difficult data conditions at the item level in research practice. The
findings point to the importance of reporting measurement reliability information whenever
possible. The findings further suggest that correction for attenuation should be considered when

information about score reliability is available.

Keywords: correlation, reliability, attenuation, confirmatory factor analysis
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[t is well-known that unreliability in measurement attenuates the statistical relationship
between two composites (e.g., Crocker & Algina, 1986; Worthen, White, Fan, & Sudweeks,
1999). Two approaches have been discussed for correcting such attenuation caused by
measurement error. The traditional approach is fypica]ly discussed within the context of
measurement reliability and validity, and sample score reliability coefficients of the two
composites of interest are usually used for algebraically correcting the attenuation of correlation
cause by measurement unreliability (e.g., Crocker & Algina, 1986; Gulliksen, 1987). The second
approach is often discussed within the context of confirmatory factor analysis, or more broadly,
structural equation modeling, in which the measurement errors are explicitly modeled, and
measurement-error-free correlation between two composites (or factors, latent variables) is thus
obtained (Joreskog & Sorbom, 1989; Loehlin, 1992). It is not clear from the literature how
comparable the results from the two seemingly different approaches are. The purpose of this
paper is to present the results of an empirical study in which these two approaches for correcting
such attenuation on correlation coefficient are systematically compared with each other, and with
the correlation coefficients uncorrected such attenuation.

Traditional Approach for Correcting the Attenuation

In classical test theory, the issue of attenuation of correlation between two composites
caused by measurement unreliability is usually discussed within the context of score reliability and
validity. More specifically, if there are two measured variables X and Y, their correlation is
estimated by the Pearson correlation coefficient rxy from a sample. Because the méasured
variables X and Y contain random measurement error, this correlation coefficient rxy is typically
lower than the correlation coefficient between the true scores of the variables Tx and Ty (r1x.1y)-

As shown by Crocker and Algina (1986, Chapter 10), failure to take into account such
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attenuation caused by measurement unreliability may potentially lead to erroneous conclusions
about the relationships between the composites, and about measurement validity coefficients.
Although g, 7y (correlation between the true scores of X and Y) cannot be obtained directly from
measurement data, as is shown in the measurement literature (e.g., Crocker & Algina, 1986;

- Gulliksen, 1987), the theoretical relationship between rr, 1, Ixy, and reliability coefficients for

composites X and Y (ty, Iyy) is as follows:

rXY = rTx,Ty rxx r);y (1)

So the measurement-error-free relationship between the true scores of X and Y, i.e., the
relationship between X and Y after correcting for the attenuation caused by measurement error,

can be expressed as:

r. = _Ixr
Tx,Ty ror (2)
Xy

Latent Variable Modeling Approach for Correcting the Attenuation

In confirmatory factor analysis where each latent factor has multiple indicators,
measurement error is explicitly modeled in the process. The relationship between two such latent
factors can be considered as free from the attenuation caused by the measurement error. An
example for two related latent variables (Fx, Fy), each with four measured indicators (X;-Xa, Y-
Y4), is shown in Figure 1. In this model, g, is considered to represent the true relationship
between the two latent variables (Fx, Fy, respectively) that is not attenuated by the measurement

error (modeled as el —e8 in Figure 1). This approach for obtaining measurement-error-free



Correcting correlation attenuation  -5-

relationship between factors is well-known in the area of structural equation modeling, but is

rarely discussed within the context of measurement reliability and validity.

The two seemingly different approaches for correcting the measurement error attenuation
of the relationship between two composites are typically discussed in different areas of research or
different disciplines. As a result, it is not clear how comparable the results from these two
approaches will be. Our literature review indicates that these two approaches have not been
compared in empirical studies, so the merits or demerits of each of these two approaches in terms
of recovering the true magnitude of the relationship between the two composites (factors) are not
clear. This study was designed to shed some light on this issue through systematic comparison of
the two approaches. Monte Carlo simulation was used as thé tool for this investigation.

Methods

Simulation Design and Data Source

For the Monte Carlo simulation, several potentially relevant aspects were considered:
number of items for each composite, magnitude of inter-item correlation within a composite,
magnitude of inter-factor correlation (i.e., correlation between the two composites), and sample
size. For item number per composite, two conditions were considered: each factor had either four
or eight items. For the aspect of inter-item correlation magnitude, five conditions were used (.81,
.64, .49, .36, .25), making the inter-item correlations ranging from very high (.81) to relatively
low (.25). The aspect of inter-factor correlation had two levels: .4, and .6. Finally, 4 sample size
conditions were implemented: 50, 100, 200, 400. The four factors were fully crossed, making the

total number of cells to be 80 (2 X 5 X2 x 4). Within each cell, 500 random samples
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(replications) were drawn from the specified statistical population, making the total number of

replications for the Monte Carlo simulation experiment to be 40,000 [(2 X 5 X 2 X 4) x 500].
Once the inter-item correlation was specified, the population reliability in the form of

Cronbach's coefficient alpha could be obtained. Cronbach coefficient alpha takes the form:

2
__k (1—20")

o
k-1 o}

3

where k is the number of items within a composite, ' o is the sum of item variances, and o2 is

the variance of the composite score. The variance of the composite o' is simply the sum of item

variances (o) and the sum of item covariances (2 o;):

0')2( = ZO',.Z + 22 o 4)

In this study, at the item level, normal standardized variables (normally distributed with
=0 and ¢* = 1) were simulated. The covariance between two standardized variables is simply the
correlation between them. So for a composite consisting of k standardized variables with equal

inter-item correlation coefficient of p, we have the following:

Yol=k, wma 220, =k(k-D)p

So, population Cronbach's coefficient alphas for the composites simulated in this study are:

a=Fp-— %
k-1 k+k(k-1)p )

Table 1 presents the data conditions and the associated population Cronbach's coefficient
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alphas for the composites simulated. Because inter-factor correlation (0.4 and 0.6 respectively in
this study) does not affect the reliability of the composites, the population Cronbach's coefficient
alphas were the same for inter-factor correlation of 0.4 and 0.6. The population Cronbach’s
coefficient o presented in Table 1 shows that score reliability conditions examined in this study
ranged from marginal reliability (o = 0.57) to very high reliability ((o = 0.97).

The simulation is carried out by using the SAS system, and a combination of
SAS/MACRO, SAS/BASE, SAS/PROC IML (Interactive Matrix Language), and SAS/STAT are
used for accomplishing the tasks. Confirmatory factor analysis (CFA) was implemented by using
SAS/PROC CALIS (Covariance Analysis of LInear Structures). Random normal variables were
generated by using the random normal number generator (RANNOR) in SAS. The population
inter-variable correlations was obtained from the two-factor model in Figure 1 based on the

following (Joreskog & Sérbom, 1989):

2=ADA' +0O (6)

where, X is the population covariance matrix (correlation matrix for our standardized variables),
A is the matrix of population pattern coefficients in Figure 1, @ is the population correlation
matrix for the two factors, and © is the covariance matrix of population residuals for the items.
For simulating the specified population inter-variable correlations in £ in Equation 6, the matrix

decomposition procedures (see Kaiser & Dickman, 1962) were implemented.
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Results and Discussions

Preliminary Results

In fitting a confirmatory factor analysis model to a sample data, we may sometimes
encounter the problem of non-convergence, i.e., we may fail to obtain model parameter estimates
due to non-convergence of a sample. This possibility was checked. The results show that, for the
simple two-factor CFA model shown in Figure 1, all samplés converged, with small samples
requiring more iterations for achieving convergence than larger samples, consistent with what was
shown in the literature (e.g., Fan & Wang, 1998) . Table 2 presents the average number of

iterations required for achieving convergence for different sample size conditions.

Insert Table 2 about here

Results for 4-Item Composites

Figure 2 graphically presents the results for correlation coefficients between two
composites, each consisting of four items. In Figure 2, the population correlation between the
two factors is 0.40. The 95% confidence intervals (upper and lower limits) for three types of
correlation coefficients between two composites are displayed, with the line in the middle of the
bar indicating the mean of the correlations from 500 samples. These are empirical confidence
intervals based on exact percentile points, not on standard errors. As a result, the construction of
- these confidence intervals does not assume normal distribution. The three types of correlations
displayed are: a) the correlation coefficient of two composites without correcting for the
attenuation of measurement unrehiability (R_xy), b) correlation coefficient between two
composites corrected for the attenuation of measurement unreliability (R_xy Corrected; algebraic

correction based on Equation 2), and c) the measurement-error-free correlation between two
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latent factors as in Figure 1 (R_CFA). The dashed horizontal line at 0.4 represents the population

correlation between the two latent variables.

Several phenomena stand out in Figure 2. First, the correlation coefficient between two
composites uncorrected for measurement error has obvious systematic downward bias, as
indicated by the fact that the mean of the uncorrected correlation coefficients is systematically
lower than the population correlation of 0.4. The more measurement error the composites
contain (i.e., the lower the reliability Rxx), the more downward bias the correlation has. When
population correlation is 0.40, the average uncorrected correlation coefficients are 0.23 (for
0=0.57), 0.27 (for 0=0.69), 0.31 (for 0=0.79), 0.34 (for 0:=0.88), and 0.38 (for 0:=0.94),
respectively. By itself, this is not surprising, because this fact of downward bias is well known.
What is surprising is the observation that the downward bias can be such that even the upper limit
of the 95% confidence interval for the uncorrected correlation may still be lower than the
population correlation, especially when the sample size is relatively large (e.g., N = 200, 400) and.
measurement reliability is relatively low (e.g., Rxx = .57, .69).

Second, for the uncorrected correlation coefficient (R_xy), the confidence interval width
(i.e., sampling variation) does not change with measurement reliability. The confidence interval
widths of the other two correlation coefficients corrected for measurement error (R_xy
Corrected, R_CFA), however, are related to measurement reliability: the lower the measurement
reliability, the more sampling variation for these two types correlation coefficients.

Third, the two approaches for correcting the attenuation of measurement error on

correlation coefficient (algebraic correction based on Equation 2, and that based on confirmatory

10
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factor analysis) worked remarkably well in capturing the population correlation, because the
means of the corrected correlation coefficients based on these two approaches are right on the

target of the population correlation of 0.40, for all the five conditions of measurement reliability

“considered in this study. This shows that these two correction approaches produced unbiased

sample estimates.

Fourth, when sample size was small (e.g., N = 50), some slight differences occurred in the
confidence interval widths based on the two correction approaches. But the results from the two
correction approaches generally showed highly consistent results, both in terms of their almost
identical means, and in terms of their almost identical confidence i‘nterval widths (upper and lower
limits).

Figure 3 displays the confidence intervals of the three types of correlation coefficients
between two composites when the population correlation between the two is 0.60. Here, the
results essentially replicate those in Figure 2. The downward bias of the uncorrected correlation
coefficients between two composites, however, appears to be more severe. When population
correlation is 0.60, the means of the sample correlation coefficients uncorrected for the
attenuation caused by measurement error are 0.34 (for 0=0.57), 0.41(for 0=0.69), 0.47 (for
0=0.79), 0.52 (for 0=0.88), and 0.56 (for 0=0.94), respectively. When measurement reliability is
relatively low (e.g., oo = 0.57, 0.69), even the confidence interval's upper limit of the sample
correlations may be quite a bit lower than the population correlation of 0.60, let alone the mean of
the uncorrected sample correlations. In some situations, the upper limit of the uncorrected sample
correlation confidence interval does not even overlap with the lower confidence limit of the
corrected sample correlations (e.g., N = 400, o = 0.57, 0.69). This suggests that the attenuation

on sample correlation efficient caused by measurement error may be more severe than many

11
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researchers realize. In many research situations, it is not uncommon to have measurement
reliability in the range of 0.60-0.80. Under such conditions, even the upper confidence interval

limit itself may fail to capture the true correlation between two composites.

Figures 4 and 5 present the findings for correlations between two 8-item composites, for
inter-factor correlation of 0.4 (Figure 4) and 0.6 (Figure 5) respectively. The general
observations in these two figures are closely comparable to those discussed above for the situation

of 4-item composites, thus not repeated here.

The findings in this study suggest several things related to our research practice. First, it
is important to report measurement reliability in a research study, even if the study does not focus
on measurement issues. As discussed by Wilkinson and The APA Task Force on Statistical
Inference (1999), “. . . authors should provide reliability coefficients of the scores for the data
being analyzed even ‘when the focus of their research is not psychometric. Interpreting the size of
the observed effects requires an assessment of the reliability of the scores” (p.596). It is obvious
from the figures presented above that reporting measurement reliability helps readers to evaluate
the magnitudes of correlation coefficients reported in a study.

Although reporting measurement reliability appears to be a simple task that makes
common sense in research, this is still far from being actual common research practice. Two

decades ago, in a review of the articles in the American Educational Research Journal (AERJ),

Q . | 12
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Willson (1980) reported that less than 50% of the published studies did not report measurement
reliability, and only about 37% of the studies reported score reliability coefficients of their own
data. Willson commented that ". . . reliability is unreported in almost half the published research
is . . . inexcusable at this late date” (pp. 8-9). More recently, Yin and Fan (2000) reported that
only about a dismal 8% of the published studies involving the use of the Beck Depression
Inventory actually reported reliability coefficients for their own data. The fact that only such a
small percentage of studies reported their measurement reliabilities . . . shows that the concept of
test score reliability has not generally prevailed . . . and research practice . . . still leaves much to
be desired” (Yin & Fan, 2000, p. 210).

Reporting measurement reliability for data used in analyses is more than a psychometric
concern, however. As clearly shown in Figures 2 to 5 in this study, measurement reliability is
directly related to our interpretation of statistical analysis results. As Thompson (1994)
discussed, "the failure to consider score reliability in substantive research may exact a toll on the
interpretations within research studies. For example, we may conduct studies that could not
possibly yield noteworthy effect sizes given that score reliability inherently attenuates effect sizes.

Or we may not accurately interpret the effect sizes in our studies if we do not consider the
reliability of the scores we are actually analyzing.” (p. 840).

Second, since both correction approaches work so well in providing unbiased estimates
for correlation between composite measures, it appears reasonable that correction for correlation
attenuation caused by measurement error should be done whenever measurement reliability
coefficients are available. In applied research practice in education and psychology, it is not
uncommon to have somewhat low or moderate measurement reliability (e.g., in the range of 0.60-

0.80). As shown in several meta-analytic reliability generalization studies (e.g., Capraro, Capraro,

13
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& Henson, 2001; Caruso, 2000; Yin & Fan, 2000), measurement reliabilities in psychological
studies were often as low or lower than 0.60-0.80. As shown in Figures 2 to 5, when
measurement reliability is in this range or lower, the downward bias of the uncorrected correlation
between two composite measures could be substantial. It is possible that such attenuation of
correlation caused by measurement error may have camouflaged many meaningful relationships
from researchers.’

[t should be pointed out that, although the two approaches for correcting attenuation
caused by measurement unreliability produced highly comparable results, this does not mean that
both approaches are readily applicable in all situations in which there are composites with multiple
items. In general, it is typically difficult to model item level data in practice. Gorsuch (1997, p.
315-316) discussed several reasons for the difficulty of modeling item level data in practice: a)
items often have low reliability, b) item often contain confounding variance in addition to the
construct being measured, (c) item distributions often differ from each other, d) item scores are
typically a set of ordered categories rather than continuous. For this reason, the approach of
algebraic correction for attenuation based on Equation 2 is more readily usable in research
practice. In this sense, these two approaches may not be comparable in actual application, despite
their comparable results for the ideal data conditions considered in this study.

Summary and Conclusions

This study focused on the issue of measurement reliability and its attenuation on
correlation between two composites. The simulation design allowed systematic comparison of the
traditional approach for algebraically correcting for attenuation of relationship caused by
measurement error, and the modeling approach based on conﬁnnatory factor analysis in which

measurement error is specifically modeled. The study provides useful information for better

14
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understanding of the issue of attenuation caused by measurement error, and about two different
approaches for correcting such attenuation. Four factors were considered in this study:
composite reliability, number of items comprising the composites, inter-factor correlation, and
sample size. Within each cell condition, 500 replications were conducted to estimate the sampling
distributions of the uncorrected and corrected correlation coefficients. The findings show that, as
expected, correlation coefficients uncorrected for measurement error are systematically biased
downward. The magnitude of such downward bias is related to measurement reliability of the
composite in reverse direction: the lower the reliability, the larger the magnitude of the downward
bias. When measurement reliability is low or moderate (e.g., 0.60-0.80), not only the average of
such sample correlations may be substantially lower than the population parameter, but even the
upper confidence interval limit of the uncorrected sample correlations may fail to capture the
population correlation.

For the data conditions considered, the two correction approaches provided not only near
identical and unbiased means , but also near identical conﬁdencé intervals for the sampling
distribution of the corrected correlation coefficients. The highly comparable results from the two |
co&ection approaches suggest that these two approaches work equally well for these data. It is
pointed out, however, that the CFA modeling approach may be less applicable in research practice
due to more difficult data conditions at the item level in research practice. The findings in this
study point to the importance of reporting measurement reliability information in research practice
whenever possible. The findings further suggest that correction for attenuation should be

considered when information about score reliability is available.
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Table 1  Data Conditions and Reliability for the Composites

_ (Inter-Factor Correlation is 0.4 and 0.6)

Number of Items . Inter-Item Composite
in Composite Correlation Reliability (o)
4 0.25 0.5714
0.36 0.6923
0.49 0.7935
0.64 0.8767
0.81 0.9446
8 0.25 0.7273
0.36 0.8182
0.49 0.8849
0.64 0.9343
0.81 0.9715

18
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Table 2 Number of Iterations for Achieving Convergence in CFA Modeling

N Average Minimum Maximum
4-Item
Composites
50 12.78 4 50
100 8.61 4 50
200 6.53 3 33
400 5.22 3 15
8-Item
Composites
50 9.71 5 50
100 7.09 5 50
200 5.77 4 11
400 4.82 4 8

19
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Figure Captions

Figure 1

Figure 2

Figure 3

Figure 4

Figure 5

A Correlated Two Factor Model with Four Indicators for Each Factor

95% CI for Correlations between 4-Item Composites: Uncorrected (R_xy), Corrected
for Unreliability (R_xy Corrected)? and that from CFA Model (R_CFA) - Inter-Factor
p=0.40

95% CI for Correlations between 4-Item Composites: Uncorrected (R_xy), Corrected
for Unreliability (R_xy Corrected), and that from CFA Model (R_CFA) - Inter-Factor
p=0.60 '

95% CI for Correlations between 8-Item Composites: Uncorrected (R_xy), Corrected
for Unreliability (R_xy Corrected), and that from CFA Model (R_CFA) - Inter-Factor
p =040 '

95% CI for Correlations between 8-Item Composites: Uncorrected (R_xy), Corrected
for Unreliability (R_xy Corrected), and that from CFA Model (R_CFA) - Inter-Factor
p=0.60

Do
S



Correcting correlation attenuation -20-

R_fxfy

Figure 1 A Correlated Two Factor Model with Four Indicators for Each Factor

21




€2 22

: 0F'0 = d 10108g-1] - (V4D ) [°POIN VD uoy
5598.€80@b00?|6bEpw:oEDuo.«couuotou.Qﬂxlmvcououtogb“mo:.mo&coUEo:-vsooEonmzoum_otoUE:Uc\ummN@Swi

00Y=N ’ 007=N

(0) Hymqey vio'y []  pewenog Ay [ oy [ () Himqeny vioy [E]  pewemopacy [ oy [
pe=xxd 88'=xxy 6L=xxd 69'=xxd 5= 6=xxd 88'=xxd 6L=xxd 69'=xx4 LG=xxy
| L | | L 1 | 1 | 1
0 . 0
Hzo 20
v0 vo
-190 -190
-80 -'8'0
001=N 0S=N
(0) Himqenay vaoTy [  pewenoo iy [] oy FH (0) HpqenEyd vioy [F]  peweno &y [ oy B
e =xxy 89'=X0 6L =Xx)d 69'=Xxy L6'=xx4 Y6=Xx4 88'=X% 6L'=xxy 69X , LG5=xd
I 1 1 - | 1 1 1 - Il o
vo

IC

Aruitoxt provided by Eic:

-]Z- uonenuane UolR[aLIOd JUNDILI0))

E\.



Ge

be

09°0 = d 103084-191U] - (V4D ) [PPON V4D woy

1R} puR {(pa19a.L10)) AX ) ANpqer[a() 10J padauio)) ‘(Ax YY) pa1oauiodu() :sansoduio)) Wa-f Usamiaq SUONR[PLIOD) 10} [D %S6 € 2InTi

00F=N 00T=N
(0) HHimpquipey vy [F] pewemsacy [ oy (0) Hupqeney vioy [} eewenooacy [ B
6= 88230 6L =xxy 69'=%0 16=%0y b6=Xxy 88=Xxy 6L =Xxd 69'=X0d LG=x0d
1 ! ! I L L 1 L i L
0 - 0
—20 2o
440 +tvo
90 90
~180 180
- P b P
001=N 0S=N
(0) Hrmqenay vioty [F]  pewemonacy [ Ay 5] (0) HipiqeTPy vioy [  pewesopicy [ oy [
b6 =Xy 88'=xxy 6L'=Xxd 6920y LG=x0y b6 =Xy 88" =Xxy 8L=30y 69'=X%y LG =Xy
1 L 1 L 1 0 1 L 1 1 1 zo
1
qzo
Htvo
90
|
180
I

|NNI

uonenUINEe UONE[ALI0d FUNDALIO))

O

Aruitoxt provided by Eic:

E



Lo

010 = d 101eg-1auf - (V4D ) [FPOIN V4D woy

ey pue ‘(ps10aLo)) AX ) Ainqeramu) 10§ paidaLio)) ‘(AXY) pa1oaLIoduq) sasodiio)) welf-§ Usomiaq SUOHB[ALIO)) I0) D) %C6 P 231y

(0) Hupgenay
26=XxY
i

vioy [£]

£6'=xxy

poweH0g AXY D

00¥=N

bo

pepeo) Ay D

00Z=N

(®) Hmqenay

L16'=Xxy
1

vio™y [5]

£6'=X0y

001=N

powpenon Ay D

-¢€¢- uonenualje UOoNe[a.LI0) w:..SUO.COU

Aruitoxt provided by Eic:

E\.



<8

090 = d 101084-1000] - (VD ¥) 19PO VD woy
1eY) pUR ‘(P310aL10)) AX ) ANfIqeralu() 10} pa3oaLio)) ‘(KX y) pa1nariosu() :sajsoduio)) walf-§ usamiaq SUONE[ALIO)) 10} [D %$6 G om3L]

00v=N , 00Z=N

(0) Hymauey vao'y [} pewemoacy [ ~xy B (0) ipqenay vioy []  pewemoacy [ My m
L6'=0 6’20y 8= 280y L=y L6/ 6= 88’0 280y _ oL =0
1 1 1 1 1 0 L 1 1 1 * Il 0
|
dzo 420

<vo 4vo
90 920
Jgo ,, Jgo
i
001=N ~ 0S=N
(») Himgerey vao™y [7]  pewenooAcy [] Ay B (0) Hpquey vio'y [f]  pewenvoacy [] Ay ﬁ
L6'=xxd €6’ 88 =04 28'=xxy =0y L6'=xd £6'=0H 88'=0y 28'=X0y ! =0y
L L L L 1 1 1 1 1 . 1
0 - 0

9’0

-$Z- UolENUANE UOLIB[ALI0D FUI1931I0))




E

U.S. Department of Education

Office of Educational Research and Improvement (OERI)
National Library of Education (NLE)
Educational Resources Information Center (ERIC)

Reproduction Release

(Specific Document)

1. DOCUMENT IDENTIFICATION:‘

Title: Attenuation of Correlation by Measurement Unreliability and~”
Iwo Approaches for Correcting the Attenwation
Author(s):
Xitao Fan

[Corporate Source: jniversity of Virginia

II. REPRODUCTION RELEASE:

In order to disseminate as widely as possible timely and significant materials of interest to the educational community, documents
announced in the monthly abstract journal of the ERIC system, Resources in Education (RIE), are usually made available to users in
microfiche, reproduced paper copy, and electronic media, and sold through the ERIC Document Reproduction Service (EDRS). Credit is

given to the source of each document, and, if reproduction release is granted, one of the following notices is affixed to the document.

If permission is granted to reproduce and disseminate the identified document, please CHECK ONE of the following three options and

The sample sticker shown below will be affixed to all
Level 1 documents

The sample sticker shown below will be affixed to afl
Level 2A documents

The sample sticker shown below will be affixed to all
Level 2B documents

Level 2B

f ;

Check here for Level 1 release, permitting reproduction
and dissemination in microfiche or other ERIC archival
media (e.g. electronic) and paper copy.

Check here for Level 2A release, permitting
reproduction and dissemination in microfiche and in

electronic media for ERIC archival collection subscribers!

only

Check here for Level 2B release, permitting reproduction
and dissemination in microfiche only

Documents will be processed as indicated provided reproduction quality permits.
If permission to reproduce is granted, but no box is checked, documents will be processed at Level 1.

[ hereby grant to the Educational Resources Information Center (ERIC) nonexclusive permission to reproduce and disseminate this
document as indicated above. Reproduction from the ERIC microfiche, or electronic media by persons other than ERIC employees and
its system contractors requires permission from the copyright holder. Exception is made for non-profit reproduction by libraries and
other service agencies to satisfy information needs of educators in response to discrete inquiries.

Signature: ’/ Pnnted Name/Position/Title: .
I D ———+—Xitao Fan, Associate Professor
Organizaﬁon/Adtﬁ'css: Telephone: F :
Curry School of Education (434)243-8806 = (434)924-1384
University of Virginia l
PO Box 400277 iDate

Charlottesville, VA 22904-4277

i{E-mail Address:

xfan@virginia.edu

" April 9, 2002

Q

RIC

Aruitoxt provided by Eic:



